# Faculty Alliance Thought Leaders Forum: A Brave New World: Looking into the Future of AI in Higher Education

**Thursday March 28**

**11am - 3pm**

<table>
<thead>
<tr>
<th>Time</th>
<th>Track A</th>
<th>Track B</th>
</tr>
</thead>
<tbody>
<tr>
<td>11-11:30 am</td>
<td><strong>Opening Session</strong>&lt;br&gt;Faculty Alliance Chairs: Jennifer Ward, Jennifer Carroll, Jackie Cason&lt;br&gt;Vice President Paul Layer</td>
<td></td>
</tr>
<tr>
<td>11:30-12:15 pm</td>
<td><strong>Digital Content Creation for Teaching and Learning within a Discipline</strong>&lt;br&gt;Sean Holland, with Peter Westley (UAF)&lt;br&gt;“Using AI Voiceovers to Augment Instructor Presence”&lt;br&gt;Abstract: This session will explore the implications and practical applications of using these AI voice clones on behalf of instructors to efficiently create instructional video and audio content for students in asynchronous courses.&lt;br&gt;Ruth Gastineau (UAF)&lt;br&gt;“AI &amp; Social Media Marketing”&lt;br&gt;Abstract: The presenter proposes a forward-thinking initiative focused on embedding AI-driven tools and strategies within a social media marketing curriculum in order to foster a more engaging and effective learning environment that aligns with industry demands and equips students with the competencies needed to excel in the dynamic digital marketing landscape. This curricular initiative will 1) Introduce AI-powered Analytics Tools; 2) Implement Content Creation and Optimization, 3) Foster Understanding of AI-driven Customer Engagement; and 4) Explore AI in Ad</td>
<td><strong>Research and Discovery</strong>&lt;br&gt;Ilana Kingsley (UAF), Jodi Jacques and Ruth Terry (UAA)&lt;br&gt;“Future of Library Research”&lt;br&gt;Abstract: This presentation aims to provide a comprehensive overview of the practical applications of AI in library research, offering attendees valuable insights into the benefits, limitations, and ethical considerations associated with leveraging AI tools. Session participants will be introduced to a selection of AI tools tailored for library research purposes. By exploring the functionalities and features of these tools, attendees will gain insights into how AI can streamline research processes, augment information retrieval, and facilitate resource analysis within the library setting. Participants will leave equipped with the knowledge and strategies necessary to harness the power of AI to enhance their research endeavors while upholding academic integrity and performance standards.&lt;br&gt;Jennifer Tilbury (UAF)&lt;br&gt;“Using AI As A Partner in the Research Process”&lt;br&gt;Abstract: This presentation is geared toward how graduate students (and their professors/mentors) can</td>
</tr>
</tbody>
</table>
### Targeting and Personalization
Nathan Feemster, with Retchenda George-Bettisworth (UAF)

“Priming Conversations on Ethical Use of Generative Artificial Intelligence in an Online Program”

Abstract: Given the limited availability of few student-facing resources on AI use, the presenters will share the design and implementation of an online Canvas module that helps instructors start a conversation about AI usage in their course, a module currently being piloted in the UAF Social Work Program hub on Canvas LMS. Professor George-Bettisworth will review the impacts of the module on student AI use, and review some of the origins of the project. Together, the presenters will cover the next steps for developing the material into an Open Educational Resource (OER) for the broader University of Alaska System.

### Playing Hide and Seek–Revealing the Processes that Create Information and Knowledge
Arghya Kusum (Argo) Das (UAF)

“AI for Research and Education: Where We Are Heading and How We Should Respond?”

Abstract: The presenter will discuss how AI is challenging our existing standards for proof and truth in both research and education, and how we should respond to these challenges. AI significantly impacts research by enabling faster and more accurate data analysis, automating repetitive tasks, and aiding in hypothesis generation and prediction. However, AI also raises concerns about bias and error propagation, emphasizing the need for human oversight and critical thinking in the research process.

### Growing an AI Ecosystem at UAA
Kenrick Mock, Helena Wisniewski, Masoumeh Heidari, Frank Witmer, and Vinod Vasudevan (UAA)

“Growing the AI Ecosystem at UAA: Research, Curriculum, & Student Projects”

Abstract: Presented by faculty from the College of Business & Public Policy and College of Engineering. An overview of the Alaska Data Science & AI Lab (ADSAIL) will be presented together with how AI is being integrated into the curriculum. Faculty will then discuss how AI is being used to conduct research in a variety of fields such as transportation safety and the detection of invasive plant species. Participants will also be given ideas on how they may incorporate AI into their projects.
Erik Carlson (UAA)  
“AI Models and AI Products: Layers of Bias”  
Abstract: Knowing the difference between an AI model and an AI product is a critical building block when aspiring to AI literacy. An AI product uses one or more AI models but is further constrained by additional Reinforcement Learning from Human Feedback (RLHF), system prompts, and other methods to produce a desired product. This session will help the attendees identify models vs. products, understand the different ways in which bias enters into these models, and suggest more and less appropriate uses for the two different levels of AI refinement.

Wrap-up  
2:50-3:00 pm

| Friday March 29  
10am - 2pm | Track A | Track B |
|------------|---------|---------|
| 10:00 to 10:50 | **Generative Artificial Intelligence: Inquiry and Assessment**  
Nathan Feemster (UAF)  
“Making Project Based Learning Scalable with Generative Artificial Intelligence Tools”  
Abstract: Generative artificial intelligence (GAI) tools based on large language models can address both expertise and scope, reducing the pressure to standardize your assessments. Attendees can connect with AI enabled project-based learning in this quick | **A Disciplinary Perspective on AI**  
Tori McDermott, with Amy May, Donica Nash, Nike Jacob (UAF)  
“Impact of AI on academic performance: A Communication Perspective”  
Abstract: Panelists will address 1) The ethics of AI use for completing coursework; 2) The impact of bias in AI output and teaching students critical literacy; 3) Ways to integrate AI into the classroom to support academic performance; 4) The connection between AI alarmism |
<table>
<thead>
<tr>
<th>Session</th>
<th>Date/Time</th>
<th>Title</th>
<th>Speaker(s)</th>
<th>Abstract</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:00 to 1:45</td>
<td>To Detect or Not to Detect--What is the Answer?</td>
<td>Nathan Feemster (UAF)</td>
<td>Detection Feasibility of Artificial Intelligence Derived Text</td>
<td>This session will cover current efforts to detect AI generated content in text and institutional strategies specifically related to the use of AI generated text to achieve learning objectives and preserve academic integrity.</td>
</tr>
<tr>
<td>2:00 to 2:50</td>
<td>Applications for Both Teaching and Learning: Innovation within an Ethical Framework</td>
<td>Rodger Lewerenz (UAF)</td>
<td>“AI as a Catalyst to Enhance Education and Empower Faculty”</td>
<td>The presentation will use a case study of its actual use in the development of a course offered to students in a Master’s level nursing program. Using a think-aloud approach, the presentation will invite the audience to explore what AI applications to use, when to use them, how to maximize their use, and the subsequent products and outcomes that were developed for the course. Through the demonstration of its use on the presentation screen and using a think-aloud narrative, participants will see how to access AI, use prompts for generating output, and observe its use to generate a course calendar, develop quizzes, and create multiple learning tools to meet the variety of course needs.</td>
</tr>
</tbody>
</table>

Dan LaSota, with Nathan Feemster, UAF Center for Teaching and Learning
“A Year of AI Pedagogical Inquiry and Support from CTL”
Abstract: This session will review a year of inquiry into investigating the impact of graphical and large language model artificial intelligence projects on the University community, efforts that included research, writing, hosted discussions, collaboration with departments across the UA system, and one-on-one support to faculty.

and anti-intellectual rhetoric; and 5) Factors that contribute to AI hesitancy among instructors and its impact on teaching and learning outcomes.
<table>
<thead>
<tr>
<th>Time</th>
<th>Session</th>
<th>Presenter(s)</th>
<th>Abstract</th>
</tr>
</thead>
</table>
| 12:00 to 12:50 | **Competing Values in the Creation of Knowledge: AI and Open Educational Resources**  
Jennifer Moss (UAF) and D'Arcy Hutchings (UAA)  
“AI and Open Educational Resources: Opportunities and Pitfalls”  
Abstract: AI can help facilitate the creation of dynamic, interactive OER that can adapt in real time to the feedback from learners, creating a more engaging and effective learning experience. AI tools have the potential to make teaching content more open and collaborative with diverse contributions from a wide variety of perspectives. This session will provide insights into how AI technologies are shaping the landscape of open educational resources from innovation in the co-creation of knowledge to critical issues related to accessibility, bias, and the ethical use of AI-generated learning approaches used by students in the class. | Corrie Whitmore (UAA)  
“Utilizing AI Tools in the Classroom to Deepen Student Learning”  
Abstract: The presenter will discuss how she invites (and requires) students to use Artificial Intelligence tools in her classroom, while also teaching them about the potential negative consequences of its creation and misuse. This presentation will include brief descriptions of 1) how AI tools can be employed in the creation of teaching materials; 2) in class activities and assignments that require students to interact with ChatGPT; 3) ethical guidance offered to students about how and when to use AI tools; and 4) key assumptions underpinning current AI tools (including coded biases) and how their impact can be reduced. |
### Faculty Alliance Panel:
**Knowing What We Know, How Should We Act? An Exploration of Policies for the Future**
Abstract: Faculty leaders will reflect on next steps for University of Alaska faculty and take questions and suggestions to take back to their Faculty Senates and the Faculty Alliance from participants.

### “Reading, Writing, and Theorizing with AI: Possibilities and Limitations”
Abstract: Chris Coffman will begin by discussing classroom experiments with ChatGPT in a graduate-level course that introduces students to varied critical approaches to reading literature and related forms of cultural production. Manuel Melendez—who learned English as a second language and participated in the graduate course—will discuss ways AI generative writing might not prove very useful when encountering vernacular or culture-specific writing and will argue that, ideally, AI tools will cement English for those who’ve learned it after another language as another lexicon, another translation of themselves across all contexts, and not the further conquest of their subjectivity or identity.

<table>
<thead>
<tr>
<th>Time</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>12:50 - 1:00</td>
<td>Wrap up and preparation for Keynote</td>
</tr>
<tr>
<td>1:00 - 2:00</td>
<td><strong>Keynote</strong> Dr. Tricia Bertram-Gallant: Creating Integrous Classrooms in the GenAI Era</td>
</tr>
</tbody>
</table>

Dr. Tricia Bertram-Gallant, Ph.D. is the Director of the Academic Integrity Office and Triton Testing Center at the University of California San Diego (UCSD), Board Emeritus of the International Center for Academic Integrity, and former lecturer for both UCSD and the University of San Diego. Tricia has authored, co-authored, or edited numerous articles, blogs, guides, book chapters/sections, and books on academic integrity, artificial intelligence, and ethical decision-making. Most recently, Tricia authored [*Crafting Your GenAI & AI Policy: A Guide for Instructors*](https://www.ucsd.edu/~bertra18/CraftingYourGenAI&AIPolicyGuide.pdf), which has been shared widely within and beyond UCSD as a helpful tool for faculty struggling with the impact of artificial intelligence on teaching, learning and assessment. Her most recent publications include [*Cheating Academic Integrity: Lessons from 30 Years of Research*](https://www.josseybass.com/Products/Book/9781118787771) (Jossey-Bass, 2022) and a special issue of the [*Journal of*](https://www.journalofacademicintegrity.org/)...
College and Character (February, 2022). Her earlier books such as *Creating the Ethical Academy: A Systems Approach to Understanding Misconduct & Empowering Change in Higher Education* (Routledge, 2011), *Cheating in School: What We Know and What We Can Do* (Wiley-Blackwell, 2009), and *Academic Integrity in the Twenty-First Century: A Teaching and Learning Imperative* (Jossey-Bass, 2008) were seminal additions to the field. Tricia has a forthcoming book (University of Oklahoma Press, 2024), co-authored with David Rettinger, which will provide practical guidance to higher education instructors for designing teaching and learning environments that have integrity despite external forces like artificial intelligence. Tricia regularly consults with and trains faculty, staff and students at UCSD, as well as at colleges and universities around the world, on academic integrity, artificial intelligence, and ethical decision-making. Some of her most recent talks include Redesigning Assessments in the GenAI Era (University of Wisconsin System), Academic Integrity in the Era of Contract Cheating & Artificial Intelligence (UCSD School of Medicine), and Academic Integrity in the Era of Generative Artificial Intelligence (Universidad del Desarrollo). You can connect with Dr. Bertram Gallant at @tbertramgallant on Facebook, LinkedIn, and Twitter.